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Abstract—We evaluate from a VoIP provider’'s point of view
possible strategies for selecting PSTN gateways and/or sing
servers (perhaps through ENUM) under blocking uncertainty
Different gateways may have different prices for terminatng the
VolIP calls to the PSTN and different blocking probabilities. A
customer placing a call to the VolP provider is impatient and
may hang-up if the delay in setting up the call is large. Posbie
strategies for terminating the call to the PSTN include routng the
call to the gateway which generates maximum expected reveau
from the call, or simultaneously to a set of gateways chargin
different prices possibly, a strategy called ‘forking’. Faking
creates a race between the gateways who are trying to termite
the call and thus reduces the average call setup delay, but #te
expense of increasing the average termination cost and theerall
load of the system. For the above strategies we investigatee
trade-off between the average profit generated by a call andadl
setup delay. We obtain under several assumptions the optinha

Costas Kalogiros
Department of Computer Science
Athens University
of Economics and Business
47A Evelpidon Str
Athens 11363, GR
Email: ckalog@aueb.gr

Richard Weber
Department of Pure Mathematics
and Mathematical Statistics
University of Cambridge
Wilberforce Road
Cambridge, CB3 0WB, UK
Email: rrwl@cam.ac.uk

service abstraction and allowing flexible value chains and
business models. ENUM is a complementary protocol which
describes a) a way to convert traditional telephone numbers
into SIP addresses for instance and b) a distributed, DN®¢ba
architecture for answering ENUM queries from compatible
end-user devices and signaling servers. ENUM comes in two
flavours; a public one where end users opt-in and a closed
one that is operated by peering VoIP providers as part of thei
infrastructure.

For example, in VoIP calls towards a PSTN or mobile
destination, a provider’s routing policy would specify hoov
choose from a large set of available telephony gatewaysel he
network devices allow the interoperation of Internet amdut
switched networks for placing and receiving calls. But, i ca

set of gateways to which to send a call request. We also dissus t0 the same destination may be performed without the need

the effects of forking on the overall call blocking probability of

the system and the incentives for gateways and VolP providsr
to deploy it. Our results suggest that if forking is enabled hen it

can be advantageous for gateways to introduce a small sigriad

charge.

I. INTRODUCTION
VolIP incorporates all forms of call setup, voice transnagsi

for a gateway, if only a) the provider has issued an ENUM
qguery and b) the destination can be found in ENUM. The
situation is more complicated if we consider the fact thegda
VolIP providers allow incoming calls only from peers, andttha
gateways can support only a limited number of simultaneous
calls.

Another example of interesting routing policies involves

and call management using Internet Protocol (IP) techipologalls between users in circuit switched networks. Gateways

Traditionally, VoIP providers were concerned about thelitpa

have the ability to bypass toll charges (especially for long

characteristics of the voice packets; for example delay adistance and international calls) and thus are attractire f

jitter. We argue that call setup phase is more importantesinproviders. If the call parties are geographically distdrent
call routing choices can affect a) the probability that a calwo gateways may have to be used; one for each call leg. But
will not be blocked due to lack of resources somewhere @gain, gateway operators and telephony providers must have
the signaling path, b) the QoS that packets will experiendaysiness relationship for a call to be accepted. Furthemor
and c) call setup delay (or Post Dial Delay [8]) which is theach alternative can have different performance in ternegibf
time until the caller hears a ringtone. Besides, new netingrk setup delay and not all users are willing to wait for whatever
protocols mitigate traditional quality problems by makiing time it will take.
easier to assign higher priority to real-time traffic. In this paper for simplicity we refer to the specific case of
The recent trend for convergence of different access n&twaIP calls being terminated to the PSTN, but our resultsyappl
technologies, market deregulation and emergence of du@-the wider set of cases mentioned earlier. In our model we
mode end-user devices allow the same destination to h&veaggregatorsandgateway operatorsA gateway operator
reached by alternative paths and interfaces. Furthermexe, is a business entity that owns gateways. An aggregator is an
protocols, like SIP (Session Initiation Protocol) and ENUMntity whose customers place VoIP calls, acting as an latern
(tElephone NUmber Mapping), give VoIP providers the apilit Telephony Service Provider (ITSP) or Inter-eXchange @arri
to devise advanced call routing policies in order to achiey&XC). His role is to find a route for an incoming call that will
their goals of profit maximization, high quality servicesestablish the connection and meet customer expectatibis. T
etc. SIP is a very popular signaling protocol, implementingute may involve several gateways or be "on net”. The reason



we use that term (instead of ITSP) is to capture the fact tHatormation becomes stale and calls do not always follow
incoming calls to an aggregator can be from retail customeasbackup route. Finally, [4] proposes that gateways should
as well as wholesale providers (i.e. other aggregatfors) perform congestion pricing and an aggregator should choose
So, in a simple case, end-users become customers of agtjte-single one to use by considering their free capacity and
gators for making VoIP calls, and aggregators sign corgractetwork path characteristics, as well as caller’s willings
with gateway owners for establishing calls to PSTN. Aggregto pay. However, their schemes rely on truthful report o&fre
tors try to optimize the offerings to customers by maximiginvoice ports and thus are not directly applicable for contpeti
their average profit while keeping call setup times low (a-sulnarkets.
stantial factor in VoIP call quality). Similarly, gatewayaoers Forking creates a race between the providers who are trying
try to maximize the utilisation of their equipment by sexyinto terminate the call and thus reduces the average call setup
calls that bring revenues. Note that gateway operators mdsiay and the blocking probability; but it is at the expense
do careful capacity planning since high capacity gatewags &f increasing the overall load on the system (for dealing
costlier and have to rent trunks (i.e. in multiples of T1/E1) with congestion issues in SIP see [16]), and the average
In this paper we evaluate from an aggregator’s point of viet@rmination cost, since an expensive gateway may win the rac
its possible strategies for selecting gateways and/oragiggn For the above strategies we investigate the trade-off =iwe
servers (perhaps through ENUM) under blocking uncertainthe average profit generated by a call and call setup delay.
A customer placing a call to the VoIP provider is impatiend anWe obtain under certain assumptions an aggregator’s optima
may hang-up if the delay in setting up the call is large. Hen¢euting strategy in general and dynamic scenarios, since ou
it may not be optimal to route the call to the cheapest gatewaypdel is not specific to PSTN gateways. This strategy is of a
if its blocking probability is high; for if the call is blockkthen very interesting form: start with the lowest price gatewaysd
routing to another gateway would increase the call setugydethen, as time passes and these turn out to be blocked, add more
and the risk that the customer hangs up. Possible strategigpensive gateways to the race to increase the probalbitity t
for routing calls include routing to the gateway generatinifpe call setup will be successful before the customer hangs-
maximum expected revenue from the call, or simultaneouslp. We emphasise that the problem of optimal team effort
to a set of gateways, a strategy called ‘forking’. building that we solve has a wider applicability than to VoIP
We note that little research work has been done on agggystems. Somewhat similar types of the problem have been
gators’ routing strategies. Most researchers have focosedconsidered in [3], [10] and [15], amongst others. In these
quality of service metrics, i.e. [6], [9]. Closer to our workpapers it is supposed, for example, that a customer wishes to
is [17], [13], in which simple routing policies are evaluate source an item and can ask several providers for it. Prawider
with the aim of minimizing call blocking probability, and][4 have independent inventories and so either the customar end
where proposed strategies try to balance network efficiendp with surplus items (increasing his cost), or he can choose
(call rejection probability and conversation QoS), ecoitomthe best of the items supplied.
efficiency (prioritize callers with high utility) and agggator's ~ Finally, we discuss the effects of forking on the overall
welfare maximization. Last two papers above are based @all blocking probability of the system and the incentives
periodic information about state of own gateways learnddr gateways and VoIP providers to deploy it. An individual
through TGREP (Telephony Gateway REgistration Protocofll may profit from forking since that gives it a greater
or TRIP-GW), and thus are restricted to cooperative sedtingrobability of being connected, but it increases the load on
(i.e. a single aggregator that owns all gateways). The re@so the system by reserving a circuit at each gateway during the
that TRIP (Telephony Routing over IP) and other standadlizeignaling phase. This increases the blocking probability o
inter-domain call routing protocols do not advertise dyimmother incoming calls. We show, in the context of a specific
gateway state information across VoIP providers, so rgutigxample, that the optimum amount of forking for the overall
decisions are made under blocking uncertainty. system of aggregators and gateways is not a Nash equilibrium
[13] concludes that more calls are accepted when th#ycan be turned into an equilibrium by having the gateways
are directed proportionally to the number of free circuiteharge the aggregators a signaling cost.
of a gateway, rather than all directed to the less utilized The paper is organized as follows. In Section Il we describe
one. The authors of [17] perform simulations to evaluate tifgir model of aggregators and gateways. In Sections Il and
performance of a system composed of two VoIP providel¢¥ we analyze the optimal policy for routing to a single
that route calls on each other’s gateways only if their ongateway, and to multiple gateways, respectively. In Sactio
gateways are known to be blocked. They find that whewe consider forking and its incentive problem, and then end
TGREP message propagation delay increasesXi.&25ms) Wwith our conclusions.
gateway blocking probablity can increase significantlpcei . THE MODEL
1By acting as an intermediary IXC (at a wholesale level), agregator Let us consider a specific destination prefix of the PSTN
can also solve the complex billing and charging issues thaedn such gnd letA = {A}, Ay, , Ay} denote the set of aggregators

an environment by offering a one shop solution to VoIP custemThis is .
actually a basic reason why IXCs carry billions of call msieach year and andG = {G1,G2, -+ ,G,} the set of gateways that receive

allowed \VoIP to take off. and terminate calls to the above destination number area.



PSTN GatewayG; has finite circuits and for each successful Here, we try to answer the following scheduling problem:
termination of a call charges a termination priege (which Given an incoming call from a customer, which set of
we take as fixed for simplicity). Different gateways may havgateways should an aggregator choose and in what time
different prices due to different geographical placemen asequence should the requests be sent to these gateways in
interconnection agreements for terminating VoIP calls a worder to maximize its expected total reward from the call?

as different blocking probabilities. Thus;; eams revenué  ype information available to the aggregator may include for

with a rate equal tg; times the rate at which it successfullye,ch gateway, in addition to the termination charges and the

terminates cal!s. In_ a broader version of the qubhvpgld blocking probabilities, the various delays involved (wWhinay

also include S|gn§I|ng servers that block calls if theirippl depend on the particular gateway). We also assume that the

suggests “accept Incoming calls only from peers”. aggregator knows from historic information the paramefer o
_To model call blocking, we assume that a PSTN gatewgye gistribution of the timd’ that a customer will wait for the

will block a call if it has run out of circuits due to excessiVgjastination ringing signal before hanging up due to impete

demand, and this happens with probability Furthermore,  \nqteaq of answering this question in its generality, we

we assume that core PSTN network is over-provisioned apggiger specific cases by making the appropriate assumsptio
thus the only bottleneck pomt.s for terminating calls of eegi In order to do that we will investigate two broad sets of
user are the gateways. For this to hold we make the assumpg%tegies: (a) trying one gateway at a time, and (b) trying

that a destination has a negligible probability of beingybu%ump'e gateways for the same call. The latter is possibth w
each time a call to this destination is made through the Volijp by using a procedure known fBking.

system.

In our model blocking at a gateway can only occur because I1l. TRYING ONE GATEWAY AT A TIME
available circuits are exhausted, not because of protoest m . . , , .
sage processing overload. An extension of this may includeTh_IS case occurs |f_an aggregator hasn't con_ﬂgured_ his
congestion effects due to protocol processing. In this cad®Xles to support forking, and a new gateway will be tried
the SIP proxy that handles signaling (processes the varioq.my if the previous one reported being blocked. Letienote
protocol messages) on behalf of the gateway may add e

X%%aggregator’s reward if a call is placed through gate@&ay
delays to the processing of the call by the gateway, or evsﬂd suppose that gateways are indexed so that average reward

reject new call setup requests if the above load becomes vi %geases as

large. For simplicity, we assume that a gateway (through its (L1=by)ry > > (1—by)rn. 1)
proxy server) can process infinitely fast all protocol mgssa

that it receives. Suppose that time moves in discrete stepsl1,2,.... This

The time it takes to set up a call is crucial for the revenue a simplified case in which all gateways take the same time
model of an aggregator since its customers may be ‘impatierio report back to the aggregator that the setup of the call is
ITU [1] recommends that average call setup delays for localiccessful or that they are blocked. We wish to maximize the
national and international calls through PSTN should nekpected revenue obtained by the call given that the custome
exceed 3, 5 and 8 seconds respectivelybusiness customer who placed it will hang up after a deterministic tiriie Then
for example does not like to wait too long for a call to béhe strategy of the aggregator depends on the conditional
setup and may hang up, and if this occurs frequently, he whllocking probabilities. If the probability that gatewayis
choose another VoIP provider. We model such a customerltitocked at times > ¢ given that it was found blocked at
have patience of duratidhi. He is only charged, an amoumi, time ¢ is the same as the steady state probabilifthen one
if the call is successfully placed before his patience egim should keep trying gateway 1.
this case the aggregator obtains a net revenue efpy — p; A more sophisticated variation of the previous strategy
if the call was routed through gateway;. would be to add some delay between redials. When an

In our discussion so far we have provided the motivaticmggregator sends a call setup request to the gateway itciisspe
for an aggregator to optimize its strategy in selecting agsbn whether it is blocked or not. Since there are message delays
the gateways to which it will route incoming calls so as tbetween the aggregator and the gateway, there is a minimum
maximize its total profit, given the fact that there are dslayime 7 between such consecutive inspections due to the above
involved in terminating the call, inexpensive gateways rhay message delays. Given the fact that each time the gateway find
more likely to block, and users placing calls may hang up ihe gateway blocked it increases the call setup time by at lea
these delays become large. 7, it may be sensible to delay the next inspection. By doing tha

the probability the gateway is in the blocked state will dase

2Similarly, by adding the delay of each mesage exchangedg@iGSM  and be closer to the steady state probability. Hence by gddin
call setup gives us on average 3.58 seconds, while usingnS{Peirestrial) . . . ;
UMTS may need even more time due to possible retransmissionghannel SOME€ delay between inspections, the average time to find the
erros attributed to the wireless medium. [2]. Furthermianesase of Satellite preferred gateway not blocked may decrease. We show the
UMTS an average call may suffer multiple times the setupydefalerrestrial surprising result that adding such delays is never a goaal ide
UMTS [12]. Besides, there is always the case that more thangateways f L . .
may have to be used in order to terminate a single call, likthencase of or. any value _Of the m|n|mum delay between mspectl@ns_
PSTN-IP-PSTN calls. This property is proved in a more general context, concernin



the inspection of an arbitrary state of a reversible comtisu may be beneficial to delay the calls to gateways with lower

time Markov chain. reward. In this section we analyze the basic forking polity i
Consider any irreducible continuous-time Markov processhich calls are sent to all selected gateways simultangousl

on a discrete state space. Suppose we inspect such a systhite in Section V we show that forking is advantageous to

at time 0 and find it to be in some stateFor example, this aggregators.

might be the state in which all servers are busy. We now wishWe analyze first a case of equal gateway response times and

to reinspect at times, 2¢, 3t, ..., until the first timeT = kt deterministicT, then a case of different response times and

that we find the system is not in stateBetween our inspection exponentially distributedl’. Finally, we provide an optimal

times the Markov process process carries on as usual. The aontrol formulation for a more abstract version of the dial

is to minimize E[T], subject tot > 7. Might we wish to wait problem, an optimal ‘team formation’ problem. These result

for some timet > 7, so as to increase the probability thapoint to the following intuitive policy: an aggregator shdu

the state is not at the next inspection point? In general, thifirst try the most profitable gateways and if blocked, as

guestion is open. We provide a proof for the special case thime becomes more critical augment the team of competing

the Markov process is reversible. The answer is that 7 gateways by including less profitable ones.

is optimal. For example, we might model the number of free

circuits in a gateway as a birth death process. Any birtttided®- The single period problem

process is reversible, and so one should reinspect in such &uppose time is discrete, i.e., gateways take the same time

system as fast as possible. of 7 = 1, to report back to the aggregator the outcomes of their

call setup attempts. Consider first the case in which thercall

Theorem 1 If a continuous-time Markov process is reversibléangs up at timg = 1, so that there is only one chance to

then it is optimal to reinspect as fast as possible. Thus undgonnect the call. Lef; be distributed as a binomi#l (1, 1—b;)

the constraint that > 7 we should take = 7. random variable. That ig; = 0 and; = 1 with probabilities

. o b; and1 — b, respectively. The expected reward obtained from
Proof. Let p(t) be the probability that the process is in Statsttempting to place the call through a set of gatewsyis
¢ at timet, given that it was in state at time 0. Then if we

reinspect every units of time we first find it not in staté at g(S)=E [Zies Im} @)
time T, where Yiesli 1’
E[T)=t+pt)E[T) = L, where we adopt the convention th&t[ 3| = 0. This expected
1 —p(t) profit is the average of the sum of all rewards from gateways
Consider that were invited and were found non-blocked.
d ¢ 1—p(t)+tp'(t) It is desired to choos# to maximizeg(S). We shall prove
o L — p(t)] = a—p0)2 various results about this optimization problem under one o

more of the following conditions, the second of which we have
Kingman [11] states that for a reversible Markov chaiit) met as (1).

is a completely monotone function, i.e., representable as

b1 > >by 3)

p(t) = /e"‘tdF(a) (1=b)ry > > (1 —=by)rn 4)

for some distribution functiori. Theorem 1 follows as T2 2T ®)
B oy at 4 _at Note that (3)—(4) imply (5). A special case in which all these

1 P(t)”p(t)—/[e L —atle™dF(a) 20 hold is (1 — by)ry = -~ = (1 — by)rg @ndr > - > 7.

This case can be motivated by the notion that if there are many
aggregators trying to place calls then they will tend to send
their traffic to a gateway wher@d — b;) r; is greatest and the

effect of this will be to increase the blocking probabilityof

Another way to increase the probability of placing a calye cheapest gateways. So in equilibrium we might suppose
successfully is to use forking, i.e., try more than one galew ot the(1 — b;) ; are all equal

simultaneously. In this case, assuming that each gatewdy wi

free circuits is equally.hkely tp be the one that connects thTheorem 2 Suppose tha(3)(5) hold. Theng(s) is maxi-
call, the aggregator will obtain the average reward amon%s]t d bvs t th lecti f set
those gateways that he tries and which turn to be unblockeZ€¢ Py> amongst the coflection ot Sets

Note that in the case of forking, by delaying call requestg se L={1},{1,2},{1,2,3},....{1,2,3,...,n}.  (6)
to particular gateways the aggregator may control better th

expected charge and obtain a higher average reward. Thi$igof.

because the first gateway that receives the call request has @onsider a sef andi,j ¢ S with i < j, Letc¢; =1 — b,
bigger chance to be the winner in the resulting race. Henceflt= >, o Iyry, N = >, cgIr, Si = S+ {i} and S; =

ande® — 1 — at > 0 for all at. ]

IV. TRYING MULTIPLE GATEWAYS SIMULTANEOUSLY



S+ {j}. Then Proof. If {g;} were not quasiconcave, we would need >
gj+1 andg,yo > g;41 for somej > 1. Let S = {1,...,j},

9(5:) = 9(8;) ne 0 and as previously, left = 32, ¢ e and N = 3, ¢ Ii.
= (bi = b;)g(S) + i B {N TJ —¢E {N T{] For any¢,m, define
;— + K R+ % R4+ri+rm
(= T tm = ————
= (b —b; —E|—— N +1 N +2
=) (905) - | 7 |)
( )E{ 1 } Ge=E[K(], Gum=E[Km].
+ (ciri — ¢y — .
PUTIN A+ Then
The right hand side is nonnegative, by assumptions (3)—(4)9} > i1 = g; > G
and the fact thay(S) = E[R/N] > E[R/(N+ 1)] So it is J J . j j
as good to add to S as add; to S. This implies thatg(.S) gi+2 = Git1 >
is maximized by somé € L. ] = bj+1(Gj12 — gj) + ¢j4+1(Gjy1,j42 — Gj41) > 0

It is interesting to compare our problem to one of Chadeombining these we find that we need
and Smith [5], who aim to maximize the expected maximum

. . bii1G; i11Giaq Gii1.
reward (rather than average reward) of the available items j1G2 + CGrGytte > Gt

amongst a queried sef, minus a cost that is increasing inThe assumption of (5) that; > --- > r, means that
the size ofS, i.e., Kjp1 > Kjyo and K41 > Kji1 j42. This means that the
above cannot hold, since the left hand side is at ndost;.
(sS) = E{I{IE&SX{IW}} —<(]S])- Thus the sequencfy;} is quasiconcave. |

For example, a student might have information on univesiti B. Forking with different gateway response times

rankings and acceptance rates, and wish to choose a set et us consider the continuous time problem in which once

\rl]v.h'ﬁh :O apfl)(; SO as K')t mtr;mtrmze thf eﬁ_pecte_d value of tﬂg aggregator sends a call request to a gateway, it takes
Ighest ranked university that accepts nim, minus a cos ponential time with parametex; for a response of the

making Ehe ?jprl)licationfs. Ch_ade an dd Shmith cor_nme_ntﬁ(&) h gateway to reply that it was successful or that the gateway
|fs a su ,m(,)\lpu?r Ze.t unct|0n| an tljt Tlax'm'z'ng SUC s found blocked. Again, reward is obtained only if the call
unctlon_ 'S NF-hard in genera (see [14]). owey&{@) can s connected within an tim& that is exponentially distributed
be maximized by a marginal improvement algorithm that runSih parameters, and suppose that; is distributed as a

i i i 2
in polynomial time ofO(n"). binomial B(1,1—b;) random variable. In this case the optimal

By.contrast, .'f we do not assume that (3)~(5) hOId’_ the olicy is stationary. This is in contrast with the nonstatioy
9(8) is not maxw_m_zed by a f“arg'“a' improvement algorith olicies that are optimal whef" is not exponentially dis-
or any other efficient algorithm that we have been able Bbuted. like in Section IV-C below

discover. We suspect the problem is NP-hard. To illustrate
the difficulty, consider{ry, 2,73} = {0.97,0.88,0.87} and
{bl,bg,b3} = {0.36,0.07,0.02}. Then {ClTl,CQT‘Q,CgT‘g} =

If we are only able to ask each gateway once, then the
expected return is

{0.6208,0.8184,0.8526}. It turns out thaty(.S) is maximized > jes LiAiTi
by S = {1,3}. This is not a set of largegtl — b;)r;, or of h(S) = B+Yies N |
largestr;.

. o ] If we may retry the gateways, and their blocking probabil-
We now turn to the problem of identifying which of the setgjeg gre stationary, then we seek a $eto maximize f(5)
in L is optimal when (3)—(5) hold. Let where

9; :g({13273v"'aj})' (7) f(S) _ Zjes)‘j [(1 _bj)rj +b7f (S)] .

The greatesty; is particularly easy to find becausg is s +Z-7'€S A
unimodal, increasing up to a maximum and then decreasingNte that due to the stationarity of the solution, a gatevay t
j- In fact, we show in the following theorem that the sequends found blocked will be invited again, unless the caller has

9)

{g,} is quasiconcave, which means abandoned the call. Solving (9) we obtain
gj 2 min{gjflagjﬁ’l}? (8) f(S) — ZjGS AJ (1 B bj) Ty _ Zies Qi1 (10)
forall j € {2,...,n — 1}. This implies that the sequen¢g; } Bt 2es i (1=bi) B+ Xiesa
is unimodal. wherea; = \; (1 — b;). We have seen that the maximization
of ¢(S) is a difficult problem unless conditions (3)—(5) hold.
Theorem 3 Suppose(5) holds. Then{g1,g2,...,9,} IS @ However, the maximization of (S) is easy, as the following

guasiconcave sequence. theorem shows.



Theorem 4 If (5) holds then thef-maximizing set must be in This is maximized by taking:;(t) = 0 or 1 asr; < 7(t)
L. or > n(t) respectively. Alson(7) = 0 (by a transversality

. . condition and fact that:(7") is unconstrained) and
Proof. Suppose the theorem is not true and that the uniquely

optimal set isS; = S + {j} which includesj but not i, NN _ _ o , ,
wherei < j, and thusr; > r;. Let (S) = 3, g axry, and (t) = —0H/0x Z(n n(t)ui(Dus
a(S) = B+ s ar- Then if S; is to be uniquely optimal
we need So n(t) is nonnegative and decreasing tinAssuming once
£(S;) > max{f(S;;), f(S)}. more thatr; > --- > r, this implies that the set of gateways
_ o . that should be attempting to set up call at timenamely
The right hand side is least whefn= r;, so we require S(t) = {i : wi(t) = 1}, is always of the form{1, ..., j(t)},
r(S) + a;r; r(S) + ayr; + gy 7(S) wherej(t) is nondecreasing it} o .
m a8 taita; ald) [ Suppose now thdl’ has a distribution with p.d.fg(¢) and
c.d.f. G(t). We are seeking to maximize

i

A little routine algebra shows that this is impossible. Thstfi

inequality above requires(S) — r;a(S) > 0, whereas the > o
second requires(S) — r;a(S) < 0. [ o Jo Z”Zrzul(t)x(t) dtg(T)dT
By a similar argument as in Theorem 3 one can prove a oo
result about the quasiconcavity gfover increasing sets ih. = /0 > piriui(t) x(t) (1 — G(t)) dt,

C. An optimal control problem

We now consider a model that is more abstract, but whi
generalizes Section IV-B by permitting the tinfé at which

o or
the caIIer_ haqgs to have a more general distribution thevr}]ereg(t) — n(0)/(1 — G(t). The setS(¢) is of the form
exponential with paramete. Suppose that the aggregator1 (1)}, but we no longer have the fact thatt) is
knows that all the gateways are unblocked and wishes O(’)ﬁ.o.t’ojnicalyl nondecreasin

choose, as a function of time, when to ask each gateway to st y 9.

attempting the call setup. Once asked, the time that gatewaalHowever’j (t) is nondecreasing if the hazard rate f

1 takes to set up the call is exponentially distributed with ”?e'_yh_(t) ~ g(.t)/(l — G(0), IS nondecreasing (as is most
parameteru;. In order that gateways with greater should realistic in practice). To see this, note that
have a greater probability of being the one to connect the cal .
we suppose that the aggregator can signal to each gateway n(t) = - Zui(m(l = G() = n(t))ui(t).
that at timet he should attempt the connection only at some . ’
fractionu;(t) of his maximum rate.;, whereu,(t) < 1. This §(t) = h(t)E(t) — Zf“(” —&(1)ui(t) - (11)
may be impractical, but we shall shortly see that under terta i
conditions the optimal solution is a practical one, in whicl the special case ¢f that is exponentially distributed with
u;(t) switches from O to 1 at a single time, i.e., the time &arameter3, one can check that the solution is
which the aggregator asks gatewayo join others in also
trying to set up the call. Bt

Let z(t) be the probability that no gateway has connected n(t) = 0™, where(t)
the call by timet. Then

(\:%here the equality follows from integration by parts. Théng
are exactly the same as before, but now we haye) = 0
ui(t) = 1 asr; < &(t) or r; > &(t), respectively,

=60 = max 721'65' pali
S B+ ies i

. More generally we can argue thgt) must be nonincreasing
i(t) = — Zﬂiui(t)ff(t)- in t. We do this for a slightly different problem. Suppose that
i for a givenT, we are seeking to maximize

Consider a problem of maximizing the expected reward ob- .

tained by timeT" (the time at which a customer gives up, and / 0 o _

which for now we take to be deterministic). o 5 pariui(8) 2(D)(1 = G(1)) dt

T
/ Zﬂiriui(t) x(t)dt. This is the expected reward we can obtain by tifiae where
0 1—G(Tp) > 0. Suppose there istafor which (¢) > 0. Since

This simple control problem can be solved by Pontryagin®s(t) is nondecreasing, it follows from (11) that for small

Maximum Principle. The Hamiltonian is we must also havé(t + €) > 0. Thus, if{(¢) ever reaches a
point where it is increasing then it is increasing everywher
H = Zﬂmui(t)x(t) = n(t) Z priui () (t) following that point. However, this is inconsistent wigki) >
g g 0 and&(7Tp) = 0. Having reached the conclusion thgt) is
= I(t)ZMi(Ti —n(t))u;(t). nonincreasing int, we conclude thatS(t) = {1,...,j(¢)},
i wherej(¢) is monotone nondecreasing in



V. |S FORKING DESIRABLE?

attempted by both gateways; is the number of calls for

When aggregators deploy a forking strategy, each gatew4ich setups are being attempted only by gatewandz; is
that receives a call setup request must reserve a circuit™¢mber of conversations in progress through gatewayere
the PSTN before requesting the PSTN to terminate the call€ the constraints + y; + z; < 4. This gives a 371 state
This circuit cannot be released and used by other calls sinidarkov process. We can make the following observations.

the gateway hears from the PSTN that the destination is bus{i) The average blocking probability is minimized by maxi-

or the call terminates after a successful establishmenisTh mizing forking to 100%. (But this happens because there
forking imposes a cost on gateways which is not directly are only two gateways; as we shall see shortly, in an
charged to aggregators. An individual call setup may benefit example with 6 gateways, the optimal amount of forking

by forking, but it creates a negative externality to the st
the system.

This suggests the questiots forking desirable? How do
we avoid the inefficient equilibrium resulting from a ‘Tratye
of the commons’n this section, we will try to give some

may be less than 100%.) A forked call affects the system
in two ways. On the one hand it produces signaling work
for both gateways. On the other hand, the time that it
spends in the setup phase is less in each gateway, due
to the race. Forking also gains because forked calls are

blocked only if both gateways are blocked, whereas non-
forked calls are blocked if one gateway is blocked. E.g.,
suppose thapg, p1,p2 are the stationary probabilities

with which 0, 1 or 2 gateways are blocked. Then forked

preliminary answers for a few simple scenarios.

A. The case of two gateways

As in [4] for the case of Probabilistic Selection Based on

Utilization, and due to the system complexity (we cannot use  calls are blocked with probability,, whereas unforked
Erlang B formula) let us suppose there are just two gateways calls are blocked with probability, + %pl-
and one aggregator (or a set of aggregators). Call trafficeo t (i) Since forked calls are greedy, they more effectivelg us

aggregator is Poisson with rate The aggregator randomly circuits from the gateways. Non-forked calls block more
selects calls to use forking, resulting in a rate< \ of forked because they are less flexible.

calls (a call setup is sent to both gateways). Non-forkets cal Thege results are supported by those from a discrete event

occur with rateAnr = A — Ar and are sent to one of the tWogjmjator, for different parameter values and more gateway

gateways at random with probability2. Calls are processed 54 which where ommited due to space constraints [7].

by the gateways as follows. Each call goes through two phases

first, a signaling phase and second, if signaling is sucakssf 020

conversation phase. During each phase one circuit is regerv

from the gateway that is involved. We assume that both phases [

have exponentially distributed durations, with paraneeier

and i, respectively. A forked call is not blocked when one of

the two gateways has a free circuit. If both gateways have a

free circuit then because of the race the service time of the

above signaling phase is the minimum of two independent

exponential random variables, each with paramgteiand so

is exponential with paramet@y,. In our model we assume 0 ; 5 3 4 s p

that when the race ends, the gateway who is the winner notifies

the aggregator who in turn notifies the other gateway to stbj9- 1. Blocking probabilities of forked, unforked and zage calls as\

trying to complete the signaling phase. ;igeilffngof)/jg ® ;Vl(t(?géth)\ﬁr{es:).G’ andpy =4, pz = 2 (solid lines),
For this system we show the effect of forking on the Incentivizing an optimal amount of forking

blocking probability of calls that fork, on calls that do rfotk,

and on the average call blocking probability of the systera. W teways, each with just 1 circhitThis system can be

observe that as the percentage of forked calls increases, ted Mark ith 75 stat d it
blocking probabilities of calls that fork and of calls thad d represented as a viarkov: process wi states and so |

not fork both increase. But since the forked calls have a muk:?r)w relatively easy to find out what happens under various

smaller blocking probability, the overall effect is to dease rking policies. S_uppose calls arrve at ral&e; L. It a
the blocking probability of the average call. call setup phase is attempted simultaneously;jbyateways
i/en this phase lasts a time that is exponentially disteitbut

unforked calls

010r average calls

Let us consider a simple scenario in which there are 6

In Figure 1 we display results for a system of 2 gatewa Q . . .
9 play y 9 ith parameterju;. The conversation phase is equally likely

with ¢ = 4 circuits per gateway. It shows the effect on tht begin | h of these qat d last i that

blocking probabilities of the duration of the signaling pba i: efr?(l)ﬂelztiZﬁ; diZtribEtZ% %\‘/rj}t(hw\;)zyrsaymaer:;ef aLse? ba l;rer.\]?he a
. . _ . . . Lk

as we have solid lines fof, = 4 lying above dotted lines %II blocking probability when all arriving calls are foudkéo &

for 1 = 20. The calculations have been done by computin domlv ch ¢ Note that b ‘
the steady-state probabilities of the Markov process. It i hdomly chosen gateways. Note that because some gateways

represented with a state-space (of Y1, Y2, 21, z2), wherex _ 3Such gateways can be home equipment (known as ATA) patiioipin
is the number of forked calls for which setups are beinfgdouT community (www.fwdout.com) either as callers orleas.



to which a call is forked may be blocked, the setup of a call
may actually be attempted by less thamgateways. We find,
that with A\ = 1, u; = 4, andus = 2, the smallest blocking
probability is obtained fork = 4. It is interesting that the

minimum is achieved when all arriving calls are forked to the'* —

same number of gateways, rather than, say, some proportion
usingk = 3 and the remainder using = 4.

Suppose that the input traffic is generated by many aggrega-
tors. Then both gateways and aggregators are better off when
the throughput is maximized. However, there is an obstacle
to achieving this. A ‘tragedy of the commons’ problem arisee
because an individual aggregator has no incentive to cekt
forking to k&

8.827 9.752 9.800 9.750 9.689 9.627

8.717 9.653 9.772 9.744 9.690 9.631

8.701 9.576 9.718 9.725 9.682 9.627

8.700 9.504 9.635 9.668 9.659 9.615

8.705 9.436 9.522 9.546 9.561 9.574

8.741 9.378 9.380 9.328 9.271 9.213
VI. CONCLUSIONS

In this work we formulated a model for routing calls in VolIP.

analyzed the optimal server selection strategies of thie V

6 providers under blocking uncertainty by considering tlaelé-
— 4. The probabilities that his call will be bIockedOﬁ between call setup delay and termination charge wheremor

if he forks itto 1, 2, 3, 4, 5, or 6 gateways are 0.1261, 0.038@5-',an a single_gateway is invoked to terminatg the same Gl (t
0.0192, 0.0097, 0.0045, and 0.0029, respectively. Thusjlhe CaS€ Of forking’), as well as when forking is not supported

wish to fork to all 6 gateways. If all aggregators do this the
the blocking probability increases from 0.0097 to 0.0418.
One way to incentivize the aggregators to choose a forkirt@e
parameter less thah = 6 is to require an aggregator to payp 0
a chargeyy to each unblocked gateway to which he forks
call. So if an aggregator forks his call fogateways, ang of
these are unblocked, then he makes revenug~, if j > 1,

y an aggregator. Finally, we analyzed the consequences of
orking and showed with an example that a ‘tragedy of

commons’ problem can arise because individual VolP

viders have the incentive to fork more than is optimal
Eﬁr the system. Our results suggest that if forking is ergible
then it can be advantageous for gateways to introduce a small
signaling charge.

and 0 if j = 0. Suppose all calls are forked fo gateways. Acknowledgement
Letn; be the mean number of unblocked gateways that beginThis research project is co-financed by E.U.-European So-

attempting a call setup. Assume that all gateways charge thg|

Fund (80%) and the Greek Ministry of Development-

same amounp per call connected, and the aggregator has@sRT (20%)).

profit per call connected af = py — p. Thus his revenue per
call that he attempts to place i, = (1—bx)r —miyo, Where
by is the blocking probability when all calls are forked ko
gateways. For the data of this example:

Ry = 0.8889r — 0.88897¢ R4 = 0.9913r — 3.5043¢
Ry =0.9776r — 1.75560 Rs = 0.9868r — 4.3833v0
R3 =0.9902r — 2.6287¢ Re = 0.9582r — 5.28137¢

(1]
(2]

(3]

(4]
(5]
(6]
(7]

If we take~y € [0.0005,0.0011 ]r then we induce an opti-
mal amount of forking sincé&, > max{R1, Ra, R3, R5, R}
Supposer = 10 and vy = 0.007. The revenue per call is
then 9.668, which exceeds th€.582 that is achieved at the
equilibrium of £ = 6, induced byy, = 0. The gateways
are also better off since withy = 0.007, my = 3.5043,
by = 0.0087, andbg = 0.0418, their revenue is increased (8l
by (1 = b4)p + mavo — (1 = bg)p = 0.0245 + 0.0031p per g
arriving call, relative to what they would have obtainedhwit
70 = 0. One can check that = 4 is the only stable point in [10]
the game that results as each aggregator attempts to optirr[mﬂ]
his forking strategy in response to the forking strategypaeld
by others. In the following matrix?;; is the revenue obtained[12]
by forking a single call tgj gateways when all other calls are
being forked toi gateways. The greatest entry in each row i33]
shown in bold. Note that, j = (4,4) is the only equilibrium
point. Furthermore, when gateways have available cirtiésg 141
always inform the aggregator that they process the call, ge]
they cannot lie afterwards about their state when theyzeali
that the destination was busy. Gateways lying that are bMCQ16]
is not beneficial as long as their profit from a successfully7]
terminated call is greater thay.
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