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Abstract—We evaluate from a VoIP provider’s point of view
possible strategies for selecting PSTN gateways and/or signaling
servers (perhaps through ENUM) under blocking uncertainty.
Different gateways may have different prices for terminating the
VoIP calls to the PSTN and different blocking probabilities. A
customer placing a call to the VoIP provider is impatient and
may hang-up if the delay in setting up the call is large. Possible
strategies for terminating the call to the PSTN include routing the
call to the gateway which generates maximum expected revenue
from the call, or simultaneously to a set of gateways charging
different prices possibly, a strategy called ‘forking’. Forking
creates a race between the gateways who are trying to terminate
the call and thus reduces the average call setup delay, but atthe
expense of increasing the average termination cost and the overall
load of the system. For the above strategies we investigate the
trade-off between the average profit generated by a call and call
setup delay. We obtain under several assumptions the optimal
set of gateways to which to send a call request. We also discuss
the effects of forking on the overall call blocking probability of
the system and the incentives for gateways and VoIP providers
to deploy it. Our results suggest that if forking is enabled then it
can be advantageous for gateways to introduce a small signaling
charge.

I. I NTRODUCTION

VoIP incorporates all forms of call setup, voice transmission
and call management using Internet Protocol (IP) technology.
Traditionally, VoIP providers were concerned about the quality
characteristics of the voice packets; for example delay and
jitter. We argue that call setup phase is more important since
call routing choices can affect a) the probability that a call
will not be blocked due to lack of resources somewhere on
the signaling path, b) the QoS that packets will experience,
and c) call setup delay (or Post Dial Delay [8]) which is the
time until the caller hears a ringtone. Besides, new networking
protocols mitigate traditional quality problems by makingit
easier to assign higher priority to real-time traffic.

The recent trend for convergence of different access network
technologies, market deregulation and emergence of dual-
mode end-user devices allow the same destination to be
reached by alternative paths and interfaces. Furthermore,new
protocols, like SIP (Session Initiation Protocol) and ENUM
(tElephone NUmber Mapping), give VoIP providers the ability
to devise advanced call routing policies in order to achieve
their goals of profit maximization, high quality services,
etc. SIP is a very popular signaling protocol, implementing

service abstraction and allowing flexible value chains and
business models. ENUM is a complementary protocol which
describes a) a way to convert traditional telephone numbers
into SIP addresses for instance and b) a distributed, DNS-based
architecture for answering ENUM queries from compatible
end-user devices and signaling servers. ENUM comes in two
flavours; a public one where end users opt-in and a closed
one that is operated by peering VoIP providers as part of their
infrastructure.

For example, in VoIP calls towards a PSTN or mobile
destination, a provider’s routing policy would specify howto
choose from a large set of available telephony gateways. These
network devices allow the interoperation of Internet and circuit
switched networks for placing and receiving calls. But, a call
to the same destination may be performed without the need
for a gateway, if only a) the provider has issued an ENUM
query and b) the destination can be found in ENUM. The
situation is more complicated if we consider the fact that large
VoIP providers allow incoming calls only from peers, and that
gateways can support only a limited number of simultaneous
calls.

Another example of interesting routing policies involves
calls between users in circuit switched networks. Gateways
have the ability to bypass toll charges (especially for long
distance and international calls) and thus are attractive for
providers. If the call parties are geographically distant then
two gateways may have to be used; one for each call leg. But
again, gateway operators and telephony providers must have
business relationship for a call to be accepted. Furthermore,
each alternative can have different performance in terms ofcall
setup delay and not all users are willing to wait for whatever
time it will take.

In this paper for simplicity we refer to the specific case of
VoIP calls being terminated to the PSTN, but our results apply
to the wider set of cases mentioned earlier. In our model we
haveaggregatorsandgateway operators. A gateway operator
is a business entity that owns gateways. An aggregator is an
entity whose customers place VoIP calls, acting as an Internet
Telephony Service Provider (ITSP) or Inter-eXchange Carrier
(IXC). His role is to find a route for an incoming call that will
establish the connection and meet customer expectations. This
route may involve several gateways or be ”on net”. The reason



2

we use that term (instead of ITSP) is to capture the fact that
incoming calls to an aggregator can be from retail customers
as well as wholesale providers (i.e. other aggregators)1.

So, in a simple case, end-users become customers of aggre-
gators for making VoIP calls, and aggregators sign contracts
with gateway owners for establishing calls to PSTN. Aggrega-
tors try to optimize the offerings to customers by maximizing
their average profit while keeping call setup times low (a sub-
stantial factor in VoIP call quality). Similarly, gateway owners
try to maximize the utilisation of their equipment by serving
calls that bring revenues. Note that gateway operators must
do careful capacity planning since high capacity gateways are
costlier and have to rent trunks (i.e. in multiples of T1/E1).

In this paper we evaluate from an aggregator’s point of view
its possible strategies for selecting gateways and/or signaling
servers (perhaps through ENUM) under blocking uncertainty.
A customer placing a call to the VoIP provider is impatient and
may hang-up if the delay in setting up the call is large. Hence
it may not be optimal to route the call to the cheapest gateway
if its blocking probability is high; for if the call is blocked then
routing to another gateway would increase the call setup delay
and the risk that the customer hangs up. Possible strategies
for routing calls include routing to the gateway generating
maximum expected revenue from the call, or simultaneously
to a set of gateways, a strategy called ‘forking’.

We note that little research work has been done on aggre-
gators’ routing strategies. Most researchers have focusedon
quality of service metrics, i.e. [6], [9]. Closer to our work
is [17], [13], in which simple routing policies are evaluated
with the aim of minimizing call blocking probability, and [4]
where proposed strategies try to balance network efficiency
(call rejection probability and conversation QoS), economic
efficiency (prioritize callers with high utility) and aggregator’s
welfare maximization. Last two papers above are based on
periodic information about state of own gateways learned
through TGREP (Telephony Gateway REgistration Protocol
or TRIP-GW), and thus are restricted to cooperative settings
(i.e. a single aggregator that owns all gateways). The reason is
that TRIP (Telephony Routing over IP) and other standardized
inter-domain call routing protocols do not advertise dynamic
gateway state information across VoIP providers, so routing
decisions are made under blocking uncertainty.

[13] concludes that more calls are accepted when they
are directed proportionally to the number of free circuits
of a gateway, rather than all directed to the less utilized
one. The authors of [17] perform simulations to evaluate the
performance of a system composed of two VoIP providers
that route calls on each other’s gateways only if their own
gateways are known to be blocked. They find that when
TGREP message propagation delay increases (i.e.≥ 125ms)
gateway blocking probablity can increase significantly, since

1By acting as an intermediary IXC (at a wholesale level), an aggregator
can also solve the complex billing and charging issues that arise in such
an environment by offering a one shop solution to VoIP customers. This is
actually a basic reason why IXCs carry billions of call minutes each year and
allowed VoIP to take off.

information becomes stale and calls do not always follow
a backup route. Finally, [4] proposes that gateways should
perform congestion pricing and an aggregator should choose
the single one to use by considering their free capacity and
network path characteristics, as well as caller’s willingness
to pay. However, their schemes rely on truthful report of free
voice ports and thus are not directly applicable for competitive
markets.

Forking creates a race between the providers who are trying
to terminate the call and thus reduces the average call setup
delay and the blocking probability; but it is at the expense
of increasing the overall load on the system (for dealing
with congestion issues in SIP see [16]), and the average
termination cost, since an expensive gateway may win the race.
For the above strategies we investigate the trade-off between
the average profit generated by a call and call setup delay.
We obtain under certain assumptions an aggregator’s optimal
routing strategy in general and dynamic scenarios, since our
model is not specific to PSTN gateways. This strategy is of a
very interesting form: start with the lowest price gateways, and
then, as time passes and these turn out to be blocked, add more
expensive gateways to the race to increase the probability that
the call setup will be successful before the customer hangs-
up. We emphasise that the problem of optimal team effort
building that we solve has a wider applicability than to VoIP
systems. Somewhat similar types of the problem have been
considered in [3], [10] and [15], amongst others. In these
papers it is supposed, for example, that a customer wishes to
source an item and can ask several providers for it. Providers
have independent inventories and so either the customer ends
up with surplus items (increasing his cost), or he can choose
the best of the items supplied.

Finally, we discuss the effects of forking on the overall
call blocking probability of the system and the incentives
for gateways and VoIP providers to deploy it. An individual
call may profit from forking since that gives it a greater
probability of being connected, but it increases the load on
the system by reserving a circuit at each gateway during the
signaling phase. This increases the blocking probability of
other incoming calls. We show, in the context of a specific
example, that the optimum amount of forking for the overall
system of aggregators and gateways is not a Nash equilibrium.
It can be turned into an equilibrium by having the gateways
charge the aggregators a signaling cost.

The paper is organized as follows. In Section II we describe
our model of aggregators and gateways. In Sections III and
IV we analyze the optimal policy for routing to a single
gateway, and to multiple gateways, respectively. In Section V
we consider forking and its incentive problem, and then end
with our conclusions.

II. T HE MODEL

Let us consider a specific destination prefix of the PSTN
and letA = {A1, A2, · · · , Ak} denote the set of aggregators
and G = {G1, G2, · · · , Gn} the set of gateways that receive
and terminate calls to the above destination number area.
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PSTN GatewayGj has finite circuits and for each successful
termination of a call charges a termination pricepj (which
we take as fixed for simplicity). Different gateways may have
different prices due to different geographical placement and
interconnection agreements for terminating VoIP calls as well
as different blocking probabilities. Thus,Gj earns revenue
with a rate equal topj times the rate at which it successfully
terminates calls. In a broader version of the model,G would
also include signaling servers that block calls if their policy
suggests ”accept incoming calls only from peers”.

To model call blocking, we assume that a PSTN gateway
will block a call if it has run out of circuits due to excessive
demand, and this happens with probabilitybj . Furthermore,
we assume that core PSTN network is over-provisioned and
thus the only bottleneck points for terminating calls of a given
user are the gateways. For this to hold we make the assumption
that a destination has a negligible probability of being busy
each time a call to this destination is made through the VoIP
system.

In our model blocking at a gateway can only occur because
available circuits are exhausted, not because of protocol mes-
sage processing overload. An extension of this may include
congestion effects due to protocol processing. In this case
the SIP proxy that handles signaling (processes the various
protocol messages) on behalf of the gateway may add extra
delays to the processing of the call by the gateway, or even
reject new call setup requests if the above load becomes very
large. For simplicity, we assume that a gateway (through its
proxy server) can process infinitely fast all protocol messages
that it receives.

The time it takes to set up a call is crucial for the revenue
model of an aggregator since its customers may be ‘impatient’.
ITU [1] recommends that average call setup delays for local,
national and international calls through PSTN should not
exceed 3, 5 and 8 seconds respectively.2 A business customer
for example does not like to wait too long for a call to be
setup and may hang up, and if this occurs frequently, he will
choose another VoIP provider. We model such a customer to
have patience of durationT . He is only charged, an amountp0,
if the call is successfully placed before his patience expires. In
this case the aggregator obtains a net revenue ofrj = p0 − pj

if the call was routed through gatewayGj .
In our discussion so far we have provided the motivation

for an aggregator to optimize its strategy in selecting amongst
the gateways to which it will route incoming calls so as to
maximize its total profit, given the fact that there are delays
involved in terminating the call, inexpensive gateways maybe
more likely to block, and users placing calls may hang up if
these delays become large.

2Similarly, by adding the delay of each mesage exchanged during a GSM
call setup gives us on average 3.58 seconds, while using SIP in (Terrestrial)
UMTS may need even more time due to possible retransmissionsand channel
erros attributed to the wireless medium. [2]. Furthermore,in case of Satellite
UMTS an average call may suffer multiple times the setup delay of Terrestrial
UMTS [12]. Besides, there is always the case that more than one gateways
may have to be used in order to terminate a single call, like inthe case of
PSTN-IP-PSTN calls.

Here, we try to answer the following scheduling problem:
Given an incoming call from a customer, which set of

gateways should an aggregator choose and in what time
sequence should the requests be sent to these gateways in
order to maximize its expected total reward from the call?

The information available to the aggregator may include for
each gateway, in addition to the termination charges and the
blocking probabilities, the various delays involved (which may
depend on the particular gateway). We also assume that the
aggregator knows from historic information the parameter of
the distribution of the timeT that a customer will wait for the
destination ringing signal before hanging up due to impatience.

Instead of answering this question in its generality, we
consider specific cases by making the appropriate assumptions.
In order to do that we will investigate two broad sets of
strategies: (a) trying one gateway at a time, and (b) trying
multiple gateways for the same call. The latter is possible with
SIP by using a procedure known asforking.

III. T RYING ONE GATEWAY AT A TIME

This case occurs if an aggregator hasn’t configured his
proxies to support forking, and a new gateway will be tried
only if the previous one reported being blocked. Letri denote
an aggregator’s reward if a call is placed through gatewayGi,
and suppose that gateways are indexed so that average reward
decreases as

(1 − b1)r1 ≥ · · · ≥ (1 − bn)rn . (1)

Suppose that time moves in discrete stepst = 1, 2, . . . . This
is a simplified case in which all gateways take the same time
to report back to the aggregator that the setup of the call is
successful or that they are blocked. We wish to maximize the
expected revenue obtained by the call given that the customer
who placed it will hang up after a deterministic timeT . Then
the strategy of the aggregator depends on the conditional
blocking probabilities. If the probability that gatewayi is
blocked at times > t given that it was found blocked at
time t is the same as the steady state probabilitybi, then one
should keep trying gateway 1.

A more sophisticated variation of the previous strategy
would be to add some delay between redials. When an
aggregator sends a call setup request to the gateway it inspects
whether it is blocked or not. Since there are message delays
between the aggregator and the gateway, there is a minimum
time τ between such consecutive inspections due to the above
message delays. Given the fact that each time the gateway finds
the gateway blocked it increases the call setup time by at least
τ , it may be sensible to delay the next inspection. By doing that
the probability the gateway is in the blocked state will decrease
and be closer to the steady state probability. Hence by adding
some delay between inspections, the average time to find the
preferred gateway not blocked may decrease. We show the
surprising result that adding such delays is never a good idea,
for any value of the minimum delay between inspectionsτ .
This property is proved in a more general context, concerning
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the inspection of an arbitrary state of a reversible continuous
time Markov chain.

Consider any irreducible continuous-time Markov process
on a discrete state space. Suppose we inspect such a system
at time 0 and find it to be in some statei. For example, this
might be the state in which all servers are busy. We now wish
to reinspect at timest, 2t, 3t, . . ., until the first timeT = kt
that we find the system is not in statei. Between our inspection
times the Markov process process carries on as usual. The aim
is to minimizeE[T ], subject tot ≥ τ . Might we wish to wait
for some timet > τ , so as to increase the probability that
the state is noti at the next inspection point? In general, this
question is open. We provide a proof for the special case that
the Markov process is reversible. The answer is thatt = τ
is optimal. For example, we might model the number of free
circuits in a gateway as a birth death process. Any birth-death
process is reversible, and so one should reinspect in such a
system as fast as possible.

Theorem 1 If a continuous-time Markov process is reversible
then it is optimal to reinspect as fast as possible. Thus under
the constraint thatt ≥ τ we should taket = τ .

Proof. Let p(t) be the probability that the process is in state
i at time t, given that it was in statei at time 0. Then if we
reinspect everyt units of time we first find it not in statei at
time T , where

E[T ] = t + p(t)E[T ] =
t

1 − p(t)
.

Consider

d

dt

[

t

1 − p(t)

]

=
1 − p(t) + tp′(t)

(1 − p(t))2
.

Kingman [11] states that for a reversible Markov chainp(t)
is a completely monotone function, i.e., representable as

p(t) =

∫

e−atdF (a)

for some distribution functionF . Theorem 1 follows as

1 − p(t) + tp′(t) =

∫

[ eat − 1 − at ]e−atdF (a) ≥ 0

andeat − 1 − at ≥ 0 for all at.

IV. T RYING MULTIPLE GATEWAYS SIMULTANEOUSLY

Another way to increase the probability of placing a call
successfully is to use forking, i.e., try more than one gateway
simultaneously. In this case, assuming that each gateway with
free circuits is equally likely to be the one that connects the
call, the aggregator will obtain the average reward amongst
those gateways that he tries and which turn to be unblocked.
Note that in the case of forking, by delaying call requests sent
to particular gateways the aggregator may control better the
expected charge and obtain a higher average reward. This is
because the first gateway that receives the call request has a
bigger chance to be the winner in the resulting race. Hence it

may be beneficial to delay the calls to gateways with lower
reward. In this section we analyze the basic forking policy in
which calls are sent to all selected gateways simultaneously,
while in Section V we show that forking is advantageous to
aggregators.

We analyze first a case of equal gateway response times and
deterministicT , then a case of different response times and
exponentially distributedT . Finally, we provide an optimal
control formulation for a more abstract version of the dialling
problem, an optimal ‘team formation’ problem. These results
point to the following intuitive policy: an aggregator should
first try the most profitable gateways and if blocked, as
time becomes more critical augment the team of competing
gateways by including less profitable ones.

A. The single period problem

Suppose time is discrete, i.e., gateways take the same time
of τ = 1, to report back to the aggregator the outcomes of their
call setup attempts. Consider first the case in which the caller
hangs up at timeT = 1, so that there is only one chance to
connect the call. LetIi be distributed as a binomialB(1, 1−bi)
random variable. That is,Ii = 0 andIi = 1 with probabilities
bi and1− bi respectively. The expected reward obtained from
attempting to place the call through a set of gatewaysS is

g (S) = E

[
∑

i∈S Iiri
∑

i∈S Ii

]

, (2)

where we adopt the convention thatE
[

0

0

]

= 0. This expected
profit is the average of the sum of all rewards from gateways
that were invited and were found non-blocked.

It is desired to chooseS to maximizeg(S). We shall prove
various results about this optimization problem under one or
more of the following conditions, the second of which we have
met as (1).

b1 ≥ · · · ≥ bn (3)

(1 − b1)r1 ≥ · · · ≥ (1 − bn)rn (4)

r1 ≥ · · · ≥ rn (5)

Note that (3)–(4) imply (5). A special case in which all these
hold is (1 − b1)r1 = · · · = (1 − bn)rn and r1 ≥ · · · ≥ rn.
This case can be motivated by the notion that if there are many
aggregators trying to place calls then they will tend to send
their traffic to a gateway where(1 − bi) ri is greatest and the
effect of this will be to increase the blocking probabilitybi of
the cheapest gateways. So in equilibrium we might suppose
that the(1 − bi) ri are all equal.

Theorem 2 Suppose that(3)–(5) hold. Theng(S) is maxi-
mized byS amongst the collection of sets

L = {1} , {1, 2} , {1, 2, 3} , . . . , {1, 2, 3, . . . , n} . (6)

Proof.
Consider a setS and i, j 6∈ S with i < j, Let ci = 1 − bi,

R =
∑

k∈S Ikrk, N =
∑

k∈S Ik, Si = S + {i} and Sj =
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S + {j}. Then

g(Si) − g(Sj)

= (bi − bj)g(S) + ciE

[

R + ri

N + 1

]

− cjE

[

R + rj

N + 1

]

= (bi − bj)

(

g(S) − E

[

R

N + 1

])

+ (ciri − cjrj)E

[

1

N + 1

]

.

The right hand side is nonnegative, by assumptions (3)–(4)
and the fact thatg(S) = E[R/N ] ≥ E[R/(N + 1)]. So it is
as good to addi to S as addj to S. This implies thatg(S)
is maximized by someS ∈ L.

It is interesting to compare our problem to one of Chade
and Smith [5], who aim to maximize the expected maximum
reward (rather than average reward) of the available items
amongst a queried setS, minus a cost that is increasing in
the size ofS, i.e.,

`(S) = E
[

max
i∈S

{Iiri}
]

− c(|S|) .

For example, a student might have information on universities’
rankings and acceptance rates, and wish to choose a set to
which to apply so as to maximize the expected value of the
highest ranked university that accepts him, minus a cost of
making the applications. Chade and Smith comment that`(S)
is a submodular set function and that maximizing such a
function is NP-hard in general (see [14]). However,`(S) can
be maximized by a marginal improvement algorithm that runs
in polynomial time ofO(n2).

By contrast, if we do not assume that (3)–(5) hold, then
g(S) is not maximized by a marginal improvement algorithm,
or any other efficient algorithm that we have been able to
discover. We suspect the problem is NP-hard. To illustrate
the difficulty, consider{r1, r2, r3} = {0.97, 0.88, 0.87} and
{b1, b2, b3} = {0.36, 0.07, 0.02}. Then {c1r1, c2r2, c3r3} =
{0.6208, 0.8184, 0.8526}. It turns out thatg(S) is maximized
by S = {1, 3}. This is not a set of largest(1 − bi)ri, or of
largestri.

We now turn to the problem of identifying which of the sets
in L is optimal when (3)–(5) hold. Let

gj = g ({1, 2, 3, . . . , j}) . (7)

The greatestgj is particularly easy to find becausegj is
unimodal, increasing up to a maximum and then decreasing in
j. In fact, we show in the following theorem that the sequence
{gj} is quasiconcave, which means

gj ≥ min{gj−1, gj+1}, (8)

for all j ∈ {2, . . . , n − 1}. This implies that the sequence{gj}
is unimodal.

Theorem 3 Suppose(5) holds. Then{g1, g2, . . . , gn} is a
quasiconcave sequence.

Proof. If {gj} were not quasiconcave, we would needgj >
gj+1 and gj+2 > gj+1 for somej ≥ 1. Let S = {1, . . . , j},
and as previously, letR =

∑

k∈S Ikrk and N =
∑

k∈S Ik.
For any`, m, define

K` =
R + r`

N + 1
, K`m =

R + r` + rm

N + 2

G` = E[K`] , G`m = E[K`m] .

Then

gj > gj+1 =⇒ gj > Gj+1

gj+2 − gj+1 > 0

=⇒ bj+1(Gj+2 − gj) + cj+1(Gj+1,j+2 − Gj+1) > 0

Combining these we find that we need

bj+1Gj+2 + cj+1Gj+1,j+2 > Gj+1 .

The assumption of (5) thatr1 ≥ · · · ≥ rn means that
Kj+1 ≥ Kj+2 and Kj+1 ≥ Kj+1,j+2. This means that the
above cannot hold, since the left hand side is at mostGj+1.
Thus the sequence{gj} is quasiconcave.

B. Forking with different gateway response times

Let us consider the continuous time problem in which once
an aggregator sends a call request to a gateway, it takes
exponential time with parameterλj for a response of the
gateway to reply that it was successful or that the gateway
was found blocked. Again, reward is obtained only if the call
is connected within an timeT that is exponentially distributed
with parameterβ, and suppose thatIj is distributed as a
binomialB(1, 1−bj) random variable. In this case the optimal
policy is stationary. This is in contrast with the nonstationary
policies that are optimal whenT is not exponentially dis-
tributed, like in Section IV-C below.

If we are only able to ask each gateway once, then the
expected return is

h(S) = E

[

∑

j∈S Ijλjrj

β +
∑

j∈S Ijλj

]

.

If we may retry the gateways, and their blocking probabil-
ities are stationary, then we seek a setS to maximizef(S),
where

f(S) =

∑

j∈S λj [(1 − bj) rj + bjf (S)]

β +
∑

j∈S λj

. (9)

Note that due to the stationarity of the solution, a gateway that
is found blocked will be invited again, unless the caller has
abandoned the call. Solving (9) we obtain

f(S) =

∑

j∈S λj (1 − bj) rj

β +
∑

j∈S λj (1 − bj)
=

∑

i∈S αiri

β +
∑

i∈S αi

, (10)

whereαj = λj (1 − bj). We have seen that the maximization
of g(S) is a difficult problem unless conditions (3)–(5) hold.
However, the maximization off(S) is easy, as the following
theorem shows.
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Theorem 4 If (5) holds then thef -maximizing set must be in
L.

Proof. Suppose the theorem is not true and that the uniquely
optimal set isSj = S + {j} which includesj but not i,
wherei < j, and thusri ≥ rj . Let r(S) =

∑

k∈S αkrk and
α(S) = β +

∑

k∈S αk. Then if Sj is to be uniquely optimal
we need

f(Sj) > max{f(Sij), f(S)} .

The right hand side is least whenri = rj , so we require

r(S) + αjrj

α(S) + αj

> max

{

r(S) + αirj + αjrj

α(S) + αi + αj

,
r(S)

α(S)

}

.

A little routine algebra shows that this is impossible. The first
inequality above requiresr(S) − rjα(S) > 0, whereas the
second requiresr(S) − rjα(S) < 0.

By a similar argument as in Theorem 3 one can prove a
result about the quasiconcavity off over increasing sets inL.

C. An optimal control problem

We now consider a model that is more abstract, but which
generalizes Section IV-B by permitting the timeT at which
the caller hangs to have a more general distribution than
exponential with parameterβ. Suppose that the aggregator
knows that all the gateways are unblocked and wishes to
choose, as a function of time, when to ask each gateway to start
attempting the call setup. Once asked, the time that gateway
i takes to set up the call is exponentially distributed with
parameterµi. In order that gateways with greaterri should
have a greater probability of being the one to connect the call,
we suppose that the aggregator can signal to each gatewayi
that at timet he should attempt the connection only at some
fractionui(t) of his maximum rateµi, whereui(t) ≤ 1. This
may be impractical, but we shall shortly see that under certain
conditions the optimal solution is a practical one, in which
ui(t) switches from 0 to 1 at a single time, i.e., the time at
which the aggregator asks gatewayi to join others in also
trying to set up the call.

Let x(t) be the probability that no gateway has connected
the call by timet. Then

ẋ(t) = −
∑

i

µiui(t)x(t) .

Consider a problem of maximizing the expected reward ob-
tained by timeT (the time at which a customer gives up, and
which for now we take to be deterministic).

∫ T

0

∑

i

µiriui(t)x(t) dt .

This simple control problem can be solved by Pontryagin’s
Maximum Principle. The Hamiltonian is

H =
∑

i

µiriui(t)x(t) − η(t)
∑

i

µiui(t)x(t)

= x(t)
∑

i

µi(ri − η(t))ui(t) .

This is maximized by takingui(t) = 0 or 1 asri < η(t)
or > η(t) respectively. Also,η(T ) = 0 (by a transversality
condition and fact thatx(T ) is unconstrained) and

η̇(t) = −∂H/∂x = −
∑

i

(ri − η(t))ui(t)µi .

So η(t) is nonnegative and decreasing int. Assuming once
more thatr1 ≥ · · · ≥ rn this implies that the set of gateways
that should be attempting to set up call at timet, namely
S(t) = {i : ui(t) = 1}, is always of the form{1, . . . , j(t)},
wherej(t) is nondecreasing int.

Suppose now thatT has a distribution with p.d.f.g(t) and
c.d.f. G(t). We are seeking to maximize

∫

∞

0

∫ T

0

∑

i

µiriui(t)x(t) dt g(T ) dT

=

∫

∞

0

∑

i

µiriui(t)x(t)(1 − G(t)) dt ,

where the equality follows from integration by parts. Things
are exactly the same as before, but now we haveui(t) = 0
or ui(t) = 1 as ri < ξ(t) or ri > ξ(t), respectively,
whereξ(t) = η(t)/(1 − G(t)). The setS(t) is of the form
{1, . . . , j(t)}, but we no longer have the fact thatj(t) is
monotonically nondecreasing.

However, j(t) is nondecreasing if the hazard rate ofT ,
namelyh(t) = g(t)/(1 − G(t)), is nondecreasing (as is most
realistic in practice). To see this, note that

η̇(t) = −
∑

i

µi(ri(1 − G(t)) − η(t))ui(t) .

ξ̇(t) = h(t)ξ(t) −
∑

i

µi(ri − ξ(t))ui(t) . (11)

In the special case ofT that is exponentially distributed with
parameterβ, one can check that the solution is

η(t) = θe−βt, whereξ(t) = θ = max
S

∑

i∈S µiri

β +
∑

i∈S µi

.

More generally we can argue thatξ(t) must be nonincreasing
in t. We do this for a slightly different problem. Suppose that
for a givenT0 we are seeking to maximize

∫ T0

0

∑

i

µiriui(t)x(t)(1 − G(t)) dt .

This is the expected reward we can obtain by timeT0, where
1−G(T0) > 0. Suppose there is at for which ξ̇(t) > 0. Since
h(t) is nondecreasing, it follows from (11) that for smallε
we must also havėξ(t + ε) > 0. Thus, if ξ(t) ever reaches a
point where it is increasing then it is increasing everywhere
following that point. However, this is inconsistent withξ(t) >
0 and ξ(T0) = 0. Having reached the conclusion thatξ(t) is
nonincreasing int, we conclude thatS(t) = {1, . . . , j(t)},
wherej(t) is monotone nondecreasing int.
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V. I S FORKING DESIRABLE?

When aggregators deploy a forking strategy, each gateway
that receives a call setup request must reserve a circuit to
the PSTN before requesting the PSTN to terminate the call.
This circuit cannot be released and used by other calls unless
the gateway hears from the PSTN that the destination is busy
or the call terminates after a successful establishment. Thus
forking imposes a cost on gateways which is not directly
charged to aggregators. An individual call setup may benefit
by forking, but it creates a negative externality to the restof
the system.

This suggests the question:Is forking desirable? How do
we avoid the inefficient equilibrium resulting from a ‘Tragedy
of the commons’?In this section, we will try to give some
preliminary answers for a few simple scenarios.

A. The case of two gateways

As in [4] for the case of Probabilistic Selection Based on
Utilization, and due to the system complexity (we cannot use
Erlang B formula) let us suppose there are just two gateways
and one aggregator (or a set of aggregators). Call traffic to the
aggregator is Poisson with rateλ. The aggregator randomly
selects calls to use forking, resulting in a rateλ f ≤ λ of forked
calls (a call setup is sent to both gateways). Non-forked calls
occur with rateλ nf = λ − λ f and are sent to one of the two
gateways at random with probability1/2. Calls are processed
by the gateways as follows. Each call goes through two phases:
first, a signaling phase and second, if signaling is successful, a
conversation phase. During each phase one circuit is reserved
from the gateway that is involved. We assume that both phases
have exponentially distributed durations, with parameters µ1

andµ2 respectively. A forked call is not blocked when one of
the two gateways has a free circuit. If both gateways have a
free circuit then because of the race the service time of the
above signaling phase is the minimum of two independent
exponential random variables, each with parameterµ1, and so
is exponential with parameter2µ1. In our model we assume
that when the race ends, the gateway who is the winner notifies
the aggregator who in turn notifies the other gateway to stop
trying to complete the signaling phase.

For this system we show the effect of forking on the
blocking probability of calls that fork, on calls that do notfork,
and on the average call blocking probability of the system. We
observe that as the percentage of forked calls increases, the
blocking probabilities of calls that fork and of calls that do
not fork both increase. But since the forked calls have a much
smaller blocking probability, the overall effect is to decrease
the blocking probability of the average call.

In Figure 1 we display results for a system of 2 gateways
with c = 4 circuits per gateway. It shows the effect on the
blocking probabilities of the duration of the signaling phase,
as we have solid lines forµ1 = 4 lying above dotted lines
for µ1 = 20. The calculations have been done by computing
the steady-state probabilities of the Markov process. It is
represented with a state-space of(x, y1, y2, z1, z2), wherex
is the number of forked calls for which setups are being

attempted by both gateways,yi is the number of calls for
which setups are being attempted only by gatewayi, andzi is
number of conversations in progress through gatewayi. There
are the constraintsx + yi + zi ≤ 4. This gives a 371 state
Markov process. We can make the following observations.

(i) The average blocking probability is minimized by maxi-
mizing forking to 100%. (But this happens because there
are only two gateways; as we shall see shortly, in an
example with 6 gateways, the optimal amount of forking
may be less than 100%.) A forked call affects the system
in two ways. On the one hand it produces signaling work
for both gateways. On the other hand, the time that it
spends in the setup phase is less in each gateway, due
to the race. Forking also gains because forked calls are
blocked only if both gateways are blocked, whereas non-
forked calls are blocked if one gateway is blocked. E.g.,
suppose thatp0, p1, p2 are the stationary probabilities
with which 0, 1 or 2 gateways are blocked. Then forked
calls are blocked with probabilityp2, whereas unforked
calls are blocked with probabilityp2 + 1

2
p1.

(ii) Since forked calls are greedy, they more effectively use
circuits from the gateways. Non-forked calls block more
because they are less flexible.

These results are supported by those from a discrete event
simulator, for different parameter values and more gateways,
and which where ommited due to space constraints [7].

0 1 2 3 4 5 6

0.05

0.10

0.15

0.20

average calls

unforked calls

forked calls

Fig. 1. Blocking probabilities of forked, unforked and average calls asλf

varies from 0 to 6, withλf + λnf = 6, andµ1 = 4, µ2 = 2 (solid lines),
andµ1 = 20, µ2 = 2 (dashed lines).

B. Incentivizing an optimal amount of forking

Let us consider a simple scenario in which there are 6
gateways, each with just 1 circuit3. This system can be
represented as a Markov process with 75 states and so it
is relatively easy to find out what happens under various
forking policies. Suppose calls arrive at rateλ = 1. If a
call setup phase is attempted simultaneously byj gateways
then this phase lasts a time that is exponentially distributed
with parameterjµ1. The conversation phase is equally likely
to begin in each of thesej gateways, and lasts a time that
is exponentially distributed with parameterµ2. Let bk be the
call blocking probability when all arriving calls are forked tok
randomly chosen gateways. Note that because some gateways

3Such gateways can be home equipment (known as ATA) participating in
fwdOUT community (www.fwdout.com) either as callers or callees.
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to which a call is forked may be blocked, the setup of a call
may actually be attempted by less thank gateways. We find,
that with λ = 1, µ1 = 4, andµ2 = 2, the smallest blocking
probability is obtained fork = 4. It is interesting that the
minimum is achieved when all arriving calls are forked to the
same number of gateways, rather than, say, some proportion
usingk = 3 and the remainder usingk = 4.

Suppose that the input traffic is generated by many aggrega-
tors. Then both gateways and aggregators are better off when
the throughput is maximized. However, there is an obstacle
to achieving this. A ‘tragedy of the commons’ problem arises
because an individual aggregator has no incentive to restrict his
forking tok = 4. The probabilities that his call will be blocked
if he forks it to 1, 2, 3, 4, 5, or 6 gateways are 0.1261, 0.0388,
0.0192, 0.0097, 0.0045, and 0.0029, respectively. Thus, hewill
wish to fork to all 6 gateways. If all aggregators do this then
the blocking probability increases from 0.0097 to 0.0418.

One way to incentivize the aggregators to choose a forking
parameter less thank = 6 is to require an aggregator to pay
a chargeγ0 to each unblocked gateway to which he forks a
call. So if an aggregator forks his call tok gateways, andj of
these are unblocked, then he makes revenuer − jγ0 if j ≥ 1,
and 0 if j = 0. Suppose all calls are forked tok gateways.
Let mk be the mean number of unblocked gateways that begin
attempting a call setup. Assume that all gateways charge the
same amountp per call connected, and the aggregator has a
profit per call connected ofr = p0 − p. Thus his revenue per
call that he attempts to place isRk = (1−bk)r−mkγ0, where
bk is the blocking probability when all calls are forked tok
gateways. For the data of this example:

R1 = 0.8889r − 0.8889γ0

R2 = 0.9776r − 1.7556γ0

R3 = 0.9902r − 2.6287γ0

R4 = 0.9913r − 3.5043γ0

R5 = 0.9868r − 4.3833γ0

R6 = 0.9582r − 5.2813γ0

If we takeγ0 ∈ [ 0.0005, 0.0011 ]r then we induce an opti-
mal amount of forking sinceR4 > max{R1, R2, R3, R5, R6}.
Supposer = 10 and γ0 = 0.007. The revenue per call is
then 9.668, which exceeds the9.582 that is achieved at the
equilibrium of k = 6, induced byγ0 = 0. The gateways
are also better off since withγ0 = 0.007, m4 = 3.5043,
b4 = 0.0087, and b6 = 0.0418, their revenue is increased
by (1 − b4)p + m4γ0 − (1 − b6)p = 0.0245 + 0.0031p per
arriving call, relative to what they would have obtained with
γ0 = 0. One can check thatk = 4 is the only stable point in
the game that results as each aggregator attempts to optimize
his forking strategy in response to the forking strategy adopted
by others. In the following matrixRij is the revenue obtained
by forking a single call toj gateways when all other calls are
being forked toi gateways. The greatest entry in each row is
shown in bold. Note thati, j = (4, 4) is the only equilibrium
point. Furthermore, when gateways have available circuitsthey
always inform the aggregator that they process the call, so
they cannot lie afterwards about their state when they realize
that the destination was busy. Gateways lying that are blocked
is not beneficial as long as their profit from a successfully
terminated call is greater thanγ0.

R =

















8.827 9.752 9.800 9.750 9.689 9.627
8.717 9.653 9.772 9.744 9.690 9.631
8.701 9.576 9.718 9.725 9.682 9.627
8.700 9.504 9.635 9.668 9.659 9.615
8.705 9.436 9.522 9.546 9.561 9.574

8.741 9.378 9.380 9.328 9.271 9.213

















VI. CONCLUSIONS

In this work we formulated a model for routing calls in VoIP.
We analyzed the optimal server selection strategies of the VoIP
providers under blocking uncertainty by considering the trade-
off between call setup delay and termination charge when more
than a single gateway is invoked to terminate the same call (the
case of ‘forking’), as well as when forking is not supported
by an aggregator. Finally, we analyzed the consequences of
forking and showed with an example that a ‘tragedy of
the commons’ problem can arise because individual VoIP
providers have the incentive to fork more than is optimal
for the system. Our results suggest that if forking is enabled
then it can be advantageous for gateways to introduce a small
signaling charge.
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